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HARMONISATION OF THE LEGAL FRAMEWORK AND THE ETHICAL PRINCIPLES
UNTHE FIELD ARTIFICIAL INTELLIGENCE

Daniela NOVACKOVA

Abstrakt

Jednou z priorit Eurdpskej unie je aj technologicka transformacia a budovanie jednotmého digitalneho trhu.V danej
suvislosti musime brat na zretel, Ze digitilne technologie, medzi ktoré patri aj umeld inteligencia vyznamnym
sposobom podporuju dosahovanie cielov Eurdpskej zelenej dohody. Vo vedeckej Studii metodou systémovej analyzy
objasnujeme sucasnu harmonizaciu pravneho ramca Eurdpskej unie tykajuceho sa umelej inteligencie s poukdazanim
na vyuzivanie umelej inteligencie v oblasti ludskych zdrojov a ochrany prdav obéanov. Prinosom Studie je poukdzat’ na
implementaciu umelej inteligencie v oblasti ludskych zdrojov a na etické principy, aby sa systémy umelej inteligencie
vyvijali, zavadzali a pouZivali déveryhodnym spésobom.
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Abstract

One of the priorities of the European Union is technological transformation and the creation of a single digital
market.. In this context, we must take into account that digital technologies, including artificial intelligence,
significantly support the achievement of the objectives of the European Green Deal.In a scientific study using the
method of system analysis, we clarify the current harmonization of the European Union's legal framework on artificial
intelligence, with reference to the use of artificial intelligence in the field of human resources and the protection of
citizens' rights. The study highlights the implementation of artificial intelligence in human resources and ethical
principles to ensure that artificial intelligence systems are developed, deployed, and used in a trustworthy manner.
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UVOD Eurépska unia (EU) sa snazi o koordinovany
pristup a investi¢ny pristup, ktory ma dvojaky
ciel: nabadat’ k vyuzivaniu umelej inteligencie a
zaroven riesit’ rizikd spojené s vyuzivanim tejto
novej technologie. (EK Biela kniha o umelej
inteligencii,2020)

Umelu inteligenciu povazujeme dnes za
strategickil  technologiu, ktorda ma pozitivne
dopady na zivot obcCanov, podnikov, pricom
musi byt zdkonna, eticka a reSpektovat’ zakladné
prava a hodnoty. Umeld inteligencia ponuka

vyznamné zvysenie efektivnosti a produktivity,
ktor¢ mozu posilnit konkurencieschopnost
europskeho  priemyslu a  zlepsitt  zivotné
podmienky obcanov. Umeld inteligencia je
sucastou zivota obcanov ajej vplyv badat vo
vSetkych oblastiach hospodarstva, ale aj v oblasti
socidlneho  a kultirneho  zivota.  Umela
inteligencia sa neustale vyvija, avSak technoldgie
umelej inteligencie mozu pre pouzivatelov
predstavovat  nové  bezpeCnostné  rizika.

Biela kniha oumelej inteligencii zroku
2020 uvadza, ze: ,,Eurdpska unia musi konat
jednotne apri podpore vyvoja azavidzania
umelej inteligencie si musi vymedzit' vlastnu
cestu zaloZenu na europskych hodnotach.*
(Brusel COM(2020) 65 final) Regula¢ny ramec
EU v oblasti umelej inteligencie je zamerany
z tohto d6évodu na ochranu prav obcanov, na
rozvoj podnikania a na rozvoj sluzieb verejného
zaujmu (doprava, vzdeldvanie, energetika
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anakladanie sodpadom). V danej suvislosti
zdielame nazor, ze umela inteligencia by mala
mat’ vhodnu pravnu regulaciu a mala by byt
eticka, ¢im sa zabezpe¢i sulad s etickymi
principmi a hodnotami. Aj napriek tomu, Ze
umeld inteligencia ponuka vyznamné zvySenie
efektivnosti a produktivity v réznych oblastiach,
existuji aj rizikd najmad z hladiska ochrany
bezpecnosti, prav spotrebitelov a zakladnych
prav obcCanov.

Aplikacia umelej inteligencie vzhl'adom na
jej osobitné vlastnosti (napr. zlozitost, zavislost’
od udajov, autondémne spravanie sa) mdéze mat’
okrem iného aj vplyv na zakladné prava
cloveka ustanovené v Charte zékladnych prav
Europskej unie. KIi¢ovou prioritou Eurdpskej
unie je, aby pravo na sukromie ana ochranu
osobnych udajov bolo zarucené pocas celého
zivotného cyklu systému umelej inteligencie.
Umela inteligenciu je mozné vyuzivat aj
v oblasti Tudskych zdrojov, analytika riadena
umelou inteligenciou moze optimalizovat
planovanie pracovnej sily, ziskavanie talentov a

riadenie vykonnosti — to vSetko s cielom
zlepSovania kvality starostlivosti poskytovanej
zamestnancom a zéroven znizovania

prevadzkovych nakladov v tomto procese
v podniku.

2. CIEL: A METODOLOGIA

Cielom vedeckej Stadie je skumanie
vyuzivania umelej inteligencie  ((articial
intelligence, Al) ) v oblasti I'udskych zdrojov,
analyza aktudlneho pravneho ramca Eur6pske;j
unie, ako aj objasnenie univerzalnych etickych
zasad umelej inteligencie. V zaujme
dosiahnutia ciel'a vedeckej Studie sme aplikovali
metodu reSerSe pri objasneni pojmu umelad
inteligencia, pricom sme analyzovali dokumenty
Eurdpskej tnie a stanovili sme systémové znaky
pojmu umeld inteligencia. Zaroven sme
poukazali aj na definicie pojmu umeld
inteligencia niektorych vyznamnych autorov.
Metodou  generalizacie sme  identifikovali
vysokorizikové systémy umelej inteligencie
v kontexte pravnej TUpravy. Zaroven sme
poukazali na harmonizaciu slovenskej pravnej
upravy v oblasti umelej inteligencie s platnym
pravnym ramcom Eurépskej tnie (EU).

3. RIESENIE PROBLEMU
3.1Pojem umeld inteligencia

K problematike umelej inteligencie existuje
viacero definicii a ndzorov autorov. My sme sa
zamerali na definicie pojmu umeld inteligencia
vyznamnych  medzinarodnych  organizacii,
ktorych je Slovenska republika ¢lenskym Statom
a na definicie viacerych autorov.

Podl'a odbornikov, ktori pracovali na Bielej
knihe oumelej inteligencii (2020) “umela
inteligencia je skupina technologii, ktoré
kombinuju  udaje, algoritmy a vypoctovu
kapacitu.” (Brusel, COM(2020) 65 final)

Oznamenie Komisie Europskemu
parlamentu, Eurépskej rade, Rade, Europskemu
hospodarskemu a socidlnemu vyboru a Vyboru
regionov  snazvom Umeld inteligencia pre
Eurépu uvadza, ze:,Umela inteligencia su
systémy, ktoré vykazuju inteligentné spravanie
tym, ze analyzuju okolité prostredie a podnikaju
kroky — sistou mierou samostatnosti — na
dosiahnutie konkrétnych cielov. Systémy umelej
inteligencie mozu byt zaloZené vylucne na
softvéri a posobit’ vo virtualnom svete (napr.
hlasovi asistenti, sofivéer na analyzu fotografii,
vyhladavace, systémy rozpoznavania hlasu
a tvare), ale umela inteligencia moze byt aj
sucastou hardvérovych zariadeni (napr. vyspelé
roboty, autonomne vozidla, bezpilotné vzdusné
prostriedky alebo aplikacie internetu
veci). “(Oznamenie Komisie. Umela inteligencia
pre Europu. COM/2018/237)

Nariadenie EU 2024/1689 v ¢&lanku 3
uvadza, zZe: ,system Al je strojovy systém, ktory
Je dizajnovany na prevadzku s roznymi uroviiami
autonomnosti,  ktory ~moéze po  nasadeni
prejavovat’ adaptabilitu a ktory pre explicitné
alebo implicitné ciele odvodzuje zo vstupov,
ktoré dostava, sposob generovania vystupov, ako
su predpovede, obsah, odporucania alebo
rozhodnutia, ktoré mozu ovplyvnit fyzické alebo
virtudlne prostredie.” (U. v. EU L, 2024/1689)
Recitdl 12 predmetného nariadenia pojem
strojovy vyklada ako fakt, ze systémy umelej
inteligencie funguji na strojoch, pricom vystupy
generované systémom Al odrazaju rézne funkcie
vykonavané systémami Al a zahfnaju
predpovede,  obsah, odporGcania  alebo
rozhodnutia. (U.v. EU L, 2024/1689)
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Systémy umelej inteligencie su softvérové
(a pripadne aj hardvérové) systémy navrhnuté
lud'mi, ktoré vzhladom na komplexny ciel
konaju vo fyzickom alebo digitdlnom rozmere
tak, ze vnimaju svoje prostredie prostrednictvom
ziskavania udajov, interpretacie zhromazdenych
Strukturovanych alebo nestruktirovanych
udajov, odvodzovania  poznatkov  alebo
spracuvania informacii odvodenych z tychto
udajov a Ze rozhoduji o najlepSich krokoch,
ktoré sa maju vykonat' na dosiahnutie daného
ciela. Systémy umelej inteligencie moézu bud’
pouzivat’ symbolické pravidla, alebo sa naucit
numericky model, a takisto mézu upravit’ svoje
spravanie na zaklade analyzy vplyvu, aky malo
ich predchadzajuce konanie na ich prostredie.

(Etické usmernenia pre doveryhodnt umela
inteligenciu, 2019) Podla c¢lenov Expertnej
skupiny na vysokej urovni pre umelu
inteligenciu.” umeld inteligencia ako vedecka
disciplina obsahuje niekolko pristupov a technik,
ako je strojové ucenie (ktorého konkrétnymi
prikladmi  sii  hibkové ucenie a ucenie
posiliiovanim), strojové odvodzovanie (ktorého
sucastou  je  planovanie,  programovanie,
reprezenticia a  odvodzovanie  poznatkov,
vyhladavanie a optimalizacia) a robotika (do
ktorej patri kontrola, percepcia, senzory a
ovladace, ako aj zaclenenie vsetkych ostatnych
technik do kyberneticko-fyzickych systémov).
(Etické usmernenia pre doveryhodni umelu
inteligenciu,2019)

Organizacia pre hospodarsku spolupracu a
rozvoj — OECD (Council (2021, s. 3) umelu
inteligenciu  definuje  ako LHuniverzalnu
technologiu, ktorda ma potencial zlepsovat blaho
byt ludi, prispievat k pozitivnej udrzatelnej

globdlnej  hospodarskej  cinnosti,  zvySovat

inovacie a produktivitu a pomdhat reagovat’ na
klucoveé globalne vyzvy.“

V danej stvislosti mézeme konstatovat, ze
umela inteligencia je technolégia buducnosti,
zahfiajlica softvér vyuZzivajuci strojové ucenie
ainé nastroje na spracivanie informadcii.
Strojové ucenie je podoblast, ktord skuma
schopnost’ systémov zlepSovat' svoj vykon na
zéklade skusenosti (Russell & Norvig, 2021, s.

1).
Dana skuto¢nost nasvedcuje tomu, ze

definicia umelej inteligencie zohladnuje skor
technologicki  stranku  fungovania  umelej

inteligencie anie je zamerana na spravanie sa
cloveka, ale na samotnu technolégiu, prevadzku
ana informaéné systémy (napr. strojové
odvodzovanie, robotika apod.) Nariadenie EU
2024/1689 ustanovuje okrem iného aj pravidla
a sankény rezim za nedodrziavanie predpisov,
¢im sa zabezpecuje, Ze vyvojari a pouzivatelia
nesu zodpovednost’ za svoje konanie. Na zaklade
uvedeného mozno konStatovat, ze viaceré
medzindrodné organizacie maji vo svojom
programe umell inteligenciu a venuju jej aj
nalezith pozornost. V danej suvislosti sa
stotozilujeme s nazorom Pintérovej (2014), ze:
Whlavnym — prostriedkom — na  dosiahnutie
rovnovahy a vytvorenie sudriného a ucinného
pravneho ramca pre Al je medzindarodna
spolupraca  a  neustaly  dialog — medzi
zainteresovanymi stranami.” V praxi to bude
znamenat, ze adresati noriem (Staty) by mali
vytvorit' spolo¢ny pravny rédmec Vv zadujme
spravneho zavadzania a fungovania umelej
inteligencie.

Pre ilustraciu  uvadzame aj nazor
slovenského autora I.Farkasa (2024), podla
ktorého:”Umela  inteligencia  je  vedeckad
disciplina, ktorej cielom je riesit po mocou
vypoctovych  nastrojov  rézne  problémy
podobnym sposobom ako clovek alebo aj inak a
lepsie, v idedlnom  pripade  optimalne.
Inspiraciou tu moze byt kognitivna veda, ktora
skuma ludské myslenie, ale aj vSeobecne
samotnda matematika, ktorda je wuniverzdalnym
nastrojom na opis sveta a da sa vyuzit na
hladanie optimdlnych ciest.” Vedeckd komunita
si osvojila tedriu, ze umela inteligencia nie je len
vedeckou dsciplninou, ale je to subor strojovych
hardvérovych a softvérovych technologii, ktoré
sa spravaju inteligentne vo virtudlnom svete,
pricom urychl'uju, rozhoduji, skaluju  urcité
schopnosti s mierou autonémie na dosiahnutie
konkrétnych ciel'ov.

De-Lima-Santos & Ceron (2022) st toho
nazoru, ze: ,umeld inteligencia vychadza zo
siedmych hlavnych podoblasti: strojové ucenie,
pocitacové  videnie,  rozpozndvanie  reci,
spracovanie prirodzeného jazyka, pldanovanie,
rozvrhovanie a optimalizacia, expertné systémy
a robotika.” V zasade ide o vyuzivanie
digitalnych technologii v roznych oblastiach, aby
vykonavali veci dané veci lepsie alebo robili
rozhodnutia na vysSej urovni, pri ktorych je
obvykle potrebna l'udska inteligencia.
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3.2 Pravny ramec Europskej unie

Na trovni Eurdpskej unie bolo prijaté
nariadenie 2024/1689 ustanovujiice zavadzanie
doveryhodnej umelej inteligencie sustredenej
na ¢loveka, a pritom zabezpecit vysoku uroven
ochrany zdravia, bezpecnosti, zakladnych prav
zakotvenych v Charte zakladnych prav EU
vratane demokracie, pravneho Statu a ochrany
zivotného  prostredia. (¢l. 1 nariadenia)
Predmetné nariadenie okrem iného presne
ustanovuje aj vysokorizikové systémy (Cl. 6
ods. 2), medzi ktoré patria:

a) biometria

b) kriticka infrastruktura

c) vzdelavanie a odborna priprava

d) zamestnanost, riadenie pracovnikov
apristup k samostatnej  zarobkovej

¢innosti
e) pristup k zakladnym sukromnym
sluzbam a zékladnym verejnym

sluzbam a davkam a ich vyuzivanie
f) presadzovanie prava
g) migracia, azyl ariadenie kontroly
hranic
h) vykon spravodlivosti a demokratické
procesy ( Priloha III nariadenia
2024/1689)
Z uvedeného je zrejmé, ze identifikacia
rizikovych systémov vyuzivania Al je pomerne
rozsiahla a ovplyviiuje rozne oblasti.

3.3 Zlozky umelej inteligencie

Expertna skupina na vysokej Urovni pre
umelu inteligenciu Eurdpskej tnie (2019), zdiel'a
nazor, ze: ,doveryhodna umeld inteligencia ma
tri zlozky, ktorych sa treba pridrziavat pocas
celého zivotného cyklu systému:

1. Zakonnost: zabezpecenie dodrziavanie
celého platného prava a pravnych predpisov.

2. Etickost: zabezpecenie suladu s etickymi
zasadami a hodnotami.

3. Odolnost: z technického aj socidlneho
hladiska, kedZe systéemy umelej inteligencie
mozu aj pri dobrych umysloch sposobit
neumyselnii ujmu.*

V danej suvislosti musime zdoéraznit’, ze
sucastou  zloziek doveryhodnej umelej
inteligencie by mala byt aj zodpovednost
a kontrola.

Pojem zakonnost alebo aj princip viazanosti
pravom mozno chapat ako povinnost
dodrziavat’ platny pravny ramec subjektami,
ktorym je pravny predpis adresovany. Pravne
predpisy prijimané inStiticiami st zavdzné pre
adresatov, ktorym su urcené. Europska tnia
prijima pravne predpisy roznej pravnej sily
s ciel'om ustanovit’ jednotné pravidla pre ¢lenské
$taty v zaujme dosahovania cielov EU. Clenské
Staty su povinné dané akty reSpektovat,
v pripade transponovat’ do narodnych pravnych
poriadkov.  Doéveryhodny  systém  umelej
inteligencie nemdze  spravne fungovat bez
pravnych predpisov.

Na umelu inteligenciu, jej zavadzanie a
pouzivanie bolo indtitaiciami EU prijatych
viacero pravne zaviznych pravidiel (Charta
zakladnych prav EU), sekundame akty EU
(napriklad vSeobecné nariadenie o ochrane
udajov, smernica o strojovych zariadeniach a

pod.)

Vzhladom na ciele Europskej tnie
aspravnu aplikaciu prava Europskej unie
v oblasti umelej inteligencie bol zriadeny Urad
pre umelt inteligenciu vramci Europskej
komisie ako centrum odbornych znalosti v
oblasti umelej inteligencie, ktory tvori zaklad
jednotného eurdpskeho systému riadenia umelej
inteligencie.

Zékladnym pravnym ramcom umelej
inteligencie je primarna pravna uprava Europske;j
unie, ustanovenie c¢lanku 4 ods. 2 pism. a)
Zmluvy o Europskej Unii a ¢lanky 26, 27, 114
all5 Zmluvy o fungovani Europskej unie a
Charta zékladnych prav EU. (U.v. EU C 202,
7.6.2016)

Primarna prava Uprava je doplnena Sirokym
spektrom sekundatnych aktov a inymi néstrojmi
typu Biela kniha o umelej inteligencii a pod.
Spomedzi  Sirokého  spektra  sekundarnej
legislativy  Eurdpskej tunie je vyznamné
Nariadenie Eurdpskeho parlamentu a Rady (EU)
2024/1689 z 13. juna 2024, ktorym sa stanovuju
harmonizované pravidla v oblasti umelej
inteligencie. V zmysle ustanovenia c¢lanku 1
nariadenia 2024/1689 ,ucelom nariadenia je
zlepsit' fungovanie vnutorného trhu a podporit
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zavadzanie doveryhodnej umelej inteligencie
sustredenej na cloveka, a pritom zabezpecit
vysokii uroven ochrany zdravia, bezpecnosti,
zakladnych prav zakotvenych v charte vratane
demokracie, pravneho Statu a ochrany zivotného
prostredia pred skodlivymi ucinkami systémov Al
v Unii a podporovat’ inovacie.” (U. v. EU L,
2024/1689, 12.7.2024) Z uvedeného je zrejmé,
7ze Eurdpska unia zaviedla jednotnii a vysoku
uroven ochrany verejnych zadujmov, pokial ide
o zdravie, bezpecnost’ a zdkladné prava, a najma
stanovuje spolo¢né pravidla pre vysokorizikové
systtmy umelej inteligencie.  Predmetné
nariadenie sa nazyva aj akt o umelej inteligencii,
ustanovuje jednotné pravidla pre vyvo] a
vyuzivanie Al technologii v ramci Europskej
unie. Nariadenie sa zameriava na identifikaciu a
regulaciu Al systémov podla ich rizikovosti a
stanovuje povinnosti pre poskytovatel'ov,
distributorov a pouzivatelov Al systémov.
Vztahuje sa na na verejné aj sukromné subjekty
poOsobiace vramci Clenskych Statov Europskej
unie.

Etika aj napriek tomu, Ze je filozofickou
disciplinou je okrem zakonnosti dalSou
vyznamnou zlozkou umelej inteligencie, ktorej
objektom je mravnost. Etika umelej inteligencie
predstavuje systém pravidiel anoriem, ktoré
urCuju spravanie akonanie lPudi k mravnej
dokonalosti. Etika umelej inteligencie je
zamerand na zodpovedné spravanie sa, avSak
nemdéze poskytnit’ definitivne odpovede a
rieSenia spornych problémov. Eticky sposob
konania je determinovany tradiciou, spocivajuci
na slobodnom rozhodnuti. Dominantnym cielom
etiky umelej inteligencie je rozlisit’ dobro od zla,
moralne od nemoralneho aspravne od
nespravneho.

Etické usmernenie pre umelu inteligenciu
(2019) uvadza, ze: ,pojem eticka umela
inteligencia sa pouziva na oznacenie vyvoja,
zavadzania a pouzivania umelej inteligencie,
ktorou sa zabezpecuje sulad s etickymi normami
vrdatane zakladnych prdav, ako osobitnych
mordlnych narokov, etickych zasad a suvisiacich
zakladnych hodnét.” 1de o systém aplikovanej
etiky, ktora sa zameriava na pouzivanie a
zavadzanie umelej inteligencie so zretelom na
zabezpecenie dodrziavania zakladnych prav
vratane prav stanovenych v Charte zakladnych
prav Eurdpskej unie, vratane ucty k ludskej
dostojnosti.

Institat odolnosti umelej inteligencii musi
spifiat’ viacero kritérii. Musi mat’ pravny ramec,
musi byt v stlade s etickymi poziadavkami so
zamerom chranit’ verejné zaujmy a individualne
prava a zaroven budovat doveru v technologie
Al a podporovat’ inovacie. Musi byt odolny voci
nepriatelskym utokom, napadnutiam a proti
zneuzitiu systému umelej inteligencie
Skodlivymi aktérmi. Technickd odolnost musi
byt na takej turovni, aby bola zabezpecena
telesna a duSevna nedotknutel'nost’ I'udi.

3.4.Etické zdsady umelej inteligencie

Expertna skupina na vysokej urovni pre
umelu inteligenciu identifikovala etické zasady
umelej inteligencie:

a) respektovanie I'udskej autonomie

b) prevencia ujmy

c) spravodlivost

d) wvysvetlitelnost. (Expertna skupina na

vysokej trovni pre umelu inteligenciu,
2019)

Etické zéasady, zakotvené v zdkladnych
pravach maju svoj pdévod v primarnej pravnej
uprave Europskej tnie, ktoré sa musia
dodrziavat’ s cielom zabezpecit, aby sa systémy
umelej inteligencie zavadzali a pouzivali
doveryhodnym spdsobom. Stanovenie eticky
spravneho postupu pri pouzivani nastrojov
zalozenych na umelej inteligencii je subjektivne
a moéze sa liSit v réznych kulturach
a spolo¢nostiach.

Respektovanie  ludskej — autonomie  je
vyrazne spojené s pravom na l'udsku déstojnost’
a slobodu (¢lanky 1 a 6 Charty zakladnych prav
EU). Prevencia ujmy uzko stvisi s ochranou
telesnej alebo dusevnej nedotknutelnosti (¢lanok
3 Charty zékladnych prav EU). Institat
spravodlivosti je uzko prepojeny s pravami na
nediskriminaciu, solidaritu a spravodlivost
(¢lanok 21 ainé ¢lanky Charty zakladnych prav
EU). Vysvetlitelrnost a zodpovednost uzko
suvisia s pravami, ktoré sa tykaju spravodlivosti
(¢lanok 47 Charty zakladnych prav EU)

Pricom etické principy chapeme ako
Wfundamentdlne Standardy sprdavania sa , od
ktorych zavisia mnohé iné Standardy a sudy.
Princip je nevyhnutnou normou v myslienkovom
systéme, ktory utvara zdklad pre moralne
uvazovanie v tomto systeme*‘(Beauchamp 1996,
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s. 80-81) V danej stvislosti musime brat' na
zretel, Zze  systémy umelej inteligencie su
zamerané na  jednotlivca, smeruju  k
zabezpeceniu  reSpektovania  slobody a
autonomie l'udi, ¢o v praxi znamena, Ze musia
byt fokusované pozitivne so zamerom zlepsit
jeho zivotné podmienky.

Respektovanie l'udskej autondémie mozno
chapat’ ako pravo jedinca, Cloveka mat moc
akontrolu nad vlastnym zivotom, pricom
systémy umelej inteligencie by mali navrhovat’
rieSenie, aby dopinali a posiliiovali Tudské
kognitivne a socidlne zru€nosti. ReSpektovanie
ludskej autonomie stvisi s pravom na ludsku
dostojnost’, teda na reSpektovanie seba ako
jedineéného nositela T'udskych hodnét. Na
zaklade svojej dostojnosti je clovek sam osebe a
sam pre seba vzdy hodnotou. (Mackinova)
Ochrana ludskej dostojnosti vyplyva zo
samotnej podstaty ludského bytia a je
zékladnym l'udskym pravom. ( ¢lanok 1 Charty
zakladnych prav EU).

Pri objasneni pojmu prevencia ujmy
musime brat do uvahy, Ze ide o ochranu
predchadzania pred nie¢im neziadicim, resp. o
opatrenie na ochranu predchadzania nieComu
neziadiicemu.

V danej suvislosti ide o eliminaciu moznych
pri¢in  a o bezpecnost jednotlivca, pretoze
systémy umelej inteligencie mozu spdsobit’ ujmu
amozu aj nepriaznivo pdsobit’ na l'udi. Z tohto
dévodu systémy umelej inteligencie musia byt
bezpecné a chranit’ Tudska dostojnost’
¢loveka.Zasadny vyznam ma prevencia v oblasti
dostupnosti informadcii, najma so zretelom vo
vztahy medzi zamestnavatel'mi a
zamestnancami, alebo aj medzi subjektami
ponukajicimi sluzby a spotrebitelmi medzi
vladami a obanmi. V ramci zasady prevencie
ujmy sa musi brat’ zretel, Ze prevencia ma
zabranit’ nepriaznivému javu a ma eliminovat
tento nepriaznivy jav uz v pociatocnom Stadiu
prostrednictvom opatreni, ktoré by zamedzili
jeho dalSiemu prehlbovaniu a S$ireniu.Vyvoj,
zavadzanie a pouzivanie systémov umelej
inteligencie musia byt’ spravodlivé
a transparentné.

Sucastou  zasady  vysvetlovania  je
poskytovanie  pravdivych  a doveryhodnych
informacii. Dany vyklad musi byt zalozeny na
doveryhodnosti vSetkych procesov a subjektov,

ktoré su sucastou zivotného cyklu systému. Aj
napriek tomu, ze dané etické zasady nie su
pravne zavézné, areSpektovanie uvedenych
pravidiel spociva na dobrovolnom pristupe, vo
vSeobecnosti maji zasadny vyznam.

3.5 Déveryhodnd umela inteligencia

Doéveryhodnost umelej inteligencie je
determinovana dbslednym dodrziavanim
klacovych zasad, medzi ktoré ktoré zaradujeme
l'udsky faktor a dohlad, technickd spolahlivost’
a bezpeCnost, stkromie asprava udajov,
transparentnost, rozmanitost, nediskriminécia
a spravodlivost’, spoloc¢ensky a environmentalny
blahobyt ako aj zodpovednost. Uvedené zasady
boli identifikované  Expertnou skupinou na
vysokej urovni pre umeld inteligenciu
(EK,2019). V danej stuvislosti by bolo na mieste,
keby sme do skupiny kl'icovych zasad zaradili aj
institut kontroly a monitorovania, aby sa predislo
zneuzivaniu umelej inteligencie. Stisast'ou tychto
zésad by mal byt aj efektivny mechanizmus
napravy pre obete v pripade S$kod, ktory by
prispel k budovaniu dovery pouzivatelov.
Slovenska pravna uprava je koncipovana uz tak,
ze boli ustanovené aj vnutroStatne organy
pre vykon dohladu nad trhom pri vyuzivani
najmd vysokorizikovych syst¢tmov umelej
inteligencie.

Podla  nasho  ndzoru  doveryhodna
inteligencia by mala byt

a) legalna (respektovat dany platny

pravny stav)

b) etickd (reSpektovat’ etické zasady a

hodnoty)

Pri vyvoji a zavadzani umelenej inteligencie
by mal byt kladneny doraz na zarucenie ochrany
slobody, ddstojnosti a bezpecnosti ¢loveka, ako
aj celej spolocnosti.Akékol'vek pouzivanie
technologii umelej inteligencie by malo byt
prospesné pre Cloveka a spolocnost’ a malo by
prispievat k spolo¢nému blahu. Technologie
umelej inteligencie musia byt pod kontrolou a
musia byt ovladané ¢lovekom.

3.6 VyuZivanie Al voblasti  Pudskych
zdrojov

Umela inteligencia méze znacne prispiet’
k efektivite, presnosti, automatizacie
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administrativnych procesov v oblasti
personalistiky kazdej organizacie. Sucastou
procesov je napriklad sprava udajov o
zamestnancoch, sprava dochadzky, spracovanie
platov, a SirSie spektrum uloh spojenych s
Pudskymi  zdrojmi.  VyuZzivanie umelej
inteligencie v oblasti l'udskych zdrojov prinasa aj
mozné rizikd tykajuce sa zaujatosti, ochrany
sukromia a ochrany osobnych udajov. Modely
umelej inteligencie v oblasti I'udskych zdrojov
musia byt koncipované tak, aby boli bezpecné,
pretoze existuje tu vysoké riziko ubliZenia.

Podl'a stcasnej platnej pravnej uUpravy —
nariadenia 2024/1689 Priloha III explicitne
ustanovuje vyuzivanie Al (ods.4) snazvom
Zamestnanost’, riadenie pracovnikov a pristup
k samostatnej zarobkovej ¢innosti:

a) ,systemy Al ktoré sa maju pouzivat
na nabor alebo vyber fyzickych osob, najmd
na umiestniovanie  cielenych  inzerdtov
na pracovné miesta, na analyzu
a filtrovanie Ziadosti 0 zamestnanie
a na hodnotenie uchadzacov;

b) systemy Al, ktoré sa maju pouzivat' pri
rozhodovani o podmienkach pracovnopravnych
vztahov, o kariérnom postupe v zamestnani
alebo ukonceni zmluvnych pracovnopravnych
vztahov, pri pridelovani uloh na zaklade
individudalneho spravania alebo osobnych crt
alebo charakteristickych znakov alebo pri
monitorovani a hodnoteni vkonnosti
a spravania 0sob v ramci takychto vztahov.
(Uv.EU L 2024/1689)

Vyuzivanie umelej inteligencie v oblasti
l'udskych zdrojov je determinované zavedenim
naborového softvéru Al, ktory obsahuje najma :

a) presny popis prace tykajuci sa

pracovnej pozicie

b) presny popis vzdelania

c) presny popis praktickych skusenosti

d) presny popis zrucnosti a jazykovych

kompetencii

e) testy odbornej spdsobilosti, za icelom

spravneho  vyberu potencialnych
pracovnikov podla vhodnosti
pracovného miesta.

Spravne nastavené algoritmy dokéazu
predpovedat’ potreby persondlneho obsadenia,
identifikovat’ vyber novych zamestnancov a
optimalizovat’ Usilie o udrzanie zamestnancov.

Nastroje umelej inteligencie mo6zZu pomocou
prediktivnej analyzy identifikovat’ najlepsich
kandidatov (analyza Zivotopisov, vyhodnotenie
zruénosti a pod.)

Ocakava sa, ze organizacie a podnikatel'ské
subjekty prijmi aj Kodexy spravania  sa
a riadenia na podporu dobrovolI'ného
uplatiovania  niektorych  alebo  vSetkych
poziadaviek tykajuce sa vysokorizikovych
systémov Al. Asociacia pre umelu inteligenciu
(ASAI) predstavila prvy Eticky kodex pre
vyvoj, implementiciu a pouzivanie umelej
inteligencie (AI) na Slovensku. Dokument
ponuka zékladny ramec pravidiel, ktoré by mali
dodrziavat vyvojari, podniky aj pouzivatelia
systémov umelej inteligencie.

3.7 Slovenskd pravna uprava

V sti¢asnosti je v procese schvalovania aj
navrh zakona o organizacii Statnej spravy v
oblasti umelej inteligencie a o zmene a doplneni
niektorych zakonov, ktorym  sa implementuju
ustanovenia nariadenia Eurdpskeho Parlamentu
aRady (EU) 2024/1689 z13.jina 2024
Predmetny navrh zakona ustanovuje
inStitucionalne zabezpecenie dohl'adu nad trhom
v oblasti umelej inteligencie. Inymi slovami
povedané,  pripravovana  pravna  Uprava
ustanovuje  prislusné  vnuatroStatne  organy
pre vykon dohladu nad trhom pri vyuzivani
najmi  vysokorizikovych systémov umelej
inteligencie aich  kompetencie, jednotné
kontaktné miesto apod. (Navrh zakona 2025
MIRRISR) Uginnost navrhnutého zakona je
ustanovena od 1. janudra 2026.Problematika
ochrany zékladnych prav v suvislosti
s vyuzivanim systémov umelej inteligencie
podla &l. 77 nariadenia EU 2024/1689 nie je
predmetom Gpravy predkladaného navrhu
zakona. Tieto kompetencie maji v posobnosti
Uradna ochranu osobnych udajov a Urad
verejného ochrancu prav. Zakonodarcovia
zdroveh v § 6 navrhu zékona ustanovili
povinnosti prevadzkovatel'ov vysokorizikového
systému umelej inteligencie.

4. VYSLEDKY

Umeld inteligencia sa stava stcastou
hospodarskych, socialnych, kultarnych vztahov,
prinasa vyhody a ma aj negativnu stranku a su
spojené s nou aj rizikd. Europska Unia, ktora je
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lidtom v zavadzani opatreni pre spravne
fungujtci digitalny trh a podporuje eticky a
spravodlivy rozvoj umelej inteligencie, priCom
kladie doraz na doveryhodnost. Pri zavadzani
harmoniza¢nych pravidiel a etickych zasad v
praxi je potrebné:

a) zabezpeCit, aby  systtmy  umelej
inteligencie boli bezpecné a spolahlivé

b) zabezpeCit ochranu zakladnych prav
obcanov

c) zabezpecCit ochranu sukromia

d) zabezpeCit’ spravne uplatiiovanie institatu
zékazu diskrimindcie

e) zabezpecit' vykon dohladu nad trhom pri

vyuzivani  najmd  vysokorizikovych
systémov umelej inteligencie

f) odstranovat’ technologické rizika

2) zabezpecit, aby algoritmy a vysledky
¢innosti systémov umelej inteligencie boli
ovladatelné ¢lovekom.

ZAVER

Eurdpska tnia v rdmci svojich cielov
vybudovat’ dobre fungujuci digitalny trh iniciuje
prijimanie opatreni prehlbujiice proces europskej
ekonomickej integracie, medzi ktoré bezpochyby
moézeme zaradit aj nariadenie o umelej
inteligencii. Vedecky clanok obsahuje analyzu
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